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Abstract. SAT solvers are nowadays the standard solving engines for
the search problems in automated termination analysis. Consequently,
the performance of current termination tools heavily relies on the speed
of modern SAT solvers on the corresponding SAT encodings. If a model
for the SAT instance at hand is found, it can be used to instantiate the
parameters for the current proof step to advance the termination proof.
This SAT benchmark submission has been created using the automated
termination prover AProVE [6]. All instances originate from termination
analysis of Java Bytecode programs. This whole benchmark suite only
consists of satisfiable instances, and any speed-up for SAT solvers on
these instances will directly lead to performance improvements also for
automated termination provers.

1 Introduction

Termination is one of the most important properties of programs. Therefore,
there is a need for suitable methods and tools to analyze the termination be-
havior of programs automatically. In particular, there has been intensive re-
search on techniques for termination analysis of term rewrite systems (TRSs)
[2]. Instead of developing many separate termination techniques for different
programming languages, it is a promising approach to transform programs from
different languages into TRSs instead. Then termination tools for TRSs can be
used for termination analysis of many different programming languages such as
Java Bytecode, cf. e.g. [5,8,10,9,3].

The increasing interest in automated termination analysis is also demon-
strated by the International Competition of Termination Tools,' held annually
since 2004. Here, each participating tool is applied to the examples from the
Termination Problem Data Base (TPDB)? and gets 60 seconds per termination
problem to prove or disprove termination. Thus, in order for a termination prover
to be competitive, one needs efficient search techniques for finding termination
(dis)proofs automatically.

However, many of the arising search problems in automated termination
analysis are NP-complete. Due to the impressive performance of modern SAT
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solvers, in recent years it has become common practice to tackle such problems
by encoding them to SAT and by then applying a SAT solver on the resulting
CNF to advance the modular termination proof.

2 Benchmark Instances

This SAT benchmark submission has been created using the automated termina-
tion prover AProVE [6], which can be used to analyze the termination behavior
of term rewriting systems, Java Bytecode programs [9,3], Prolog programs [10],
and Haskell 98 programs [5]. More concretely, in this benchmark suite we focus
on SAT instances that stem from termination analysis of Java Bytecode.
Recently, automated termination analysis for Java Bytecode programs has
become an area of intensive research [11,1,9,3]. This is reflected by Java Bytecode
being the most recent addition of input languages to the TPDB, which consists
of thousands of termination problems in various formalisms (currently these
are term rewrite systems in different flavors, Java Bytecode, Prolog, and Haskell
programs) used as benchmarks in the Termination Competition. In AProVE,
termination analysis of Java Bytecode is performed in a two-stage process [9,3]:

1. The Java Bytecode program is translated into Integer Term Rewrite Systems
(ITRSs). ITRSs are term rewrite systems (TRSs) extended by built-in in-
tegers [4] in order to combine the power of TRS techniques on user-defined
data types with a powerful treatment of pre-defined integers. In this way,
ITRSs are a suitable intermediate representation for termination analysis
of programming languages with built-in integers. The translation from Java
Bytecode to ITRSs is designed in such a way that termination of the ITRSs
implies termination of the original Java Bytecode program.

2. Then dedicated techniques for ITRSs [4] are invoked to complete the termi-
nation proof. Here the corresponding constraint-based techniques in AProVE
are automated by a reduction to SAT. Here we first encode into a propo-
sitional formula with arbitrary junctors. This formula is represented via a
directed acyclic graph with sharing of identical subformulas (i.e., structural
hashing). Then we convert this formula DAG into an equisatisfiable formula
in CNF using SAT4J’s [7] implementation of Tseitin’s algorithm [12].

Details. The submitted CNF's are named AProVE11-n.dimacs. For the analyzed
Java Bytecode programs from the TPDB, Fig. 1 provides details on the termina-
tion problem for each n. Here all paths need to be prefixed by tpdb-8.0/JBC/.

3 Conclusion

SAT solving nowadays is a key technology for automated termination analysis
of programs written e.g. in Java Bytecode. Therefore, any improvements in ef-
ficiency of SAT solvers on the submitted SAT instances will also have a direct
impact on efficiency and power of the state of the art in termination proving for
Java Bytecode.



Fig. 1. Details on the submitted SAT instances from TPDB problems
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